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Overview

1 Scaling limit for branching particle system

2 Definition for superprocess with general (local) branching mechanism

3 Markov property/ Mean formula/ N-measure/ exit measure
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Scaling limit for branching particle system

Branching Brownian motion: integral equation
Branching rate: β > 0; offspring distribution: {pk :∈ N} .
Zt : the point process formed by the position of all particles alive at time t,
i.e. Zt :=

∑
u∈Nt

δZu(t), where Nt is the set of particle alive at time t and
Zu(t) is the position of u ∈ Nt.
Ma(R): set of finite point process in R. For any function f and µ ∈ Ma(R),
define 〈f, µ〉 :=

∫
R f(x)µ(dx).

For any bounded non-negative Borel function f, set

Pδx (exp {−〈f,Zt〉}) =: exp
{
−uf(t, x)

}
.

By considering the first splitting time and branching property,

e−uf(t,x) = e−βtΠx

(
e−f(Bt)

)
+

∫ t

0
βe−βsΠx

( ∞∑
k=0

pk

(
e−uf(t−s,Bs)

)k
)

ds

=: e−βtΠx

(
e−f(Bt)

)
+

∫ t

0
βe−βsΠx

(
g
(

e−uf(t−s,Bs)
))

ds
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Scaling limit for branching particle system

Branching Brownian motion: integral equation

For 0 < r < t, replacing (t, x) by (t − r,Br) yields that

e−uf(t−r,Br) = e−β(t−r)ΠBr

(
e−f(Bt−r)

)
+

∫ t−r

0
βe−βsΠBr

(
g
(

e−uf(t−r−s,Bs)
))

ds.

Note that 1 − e−βt =
∫ t

0 βe−β(t−r)dr, we get the following integral equation:

e−uf(t,x) = Πx

(
e−f(Bt)

)
+

∫ t

0
Πx

(
ϕ
(

e−uf(t−s,Bs)
))

ds. (1)

where ϕ(x) := β (g(x)− x) .
For a general branching Markov process of which the branching rate and
offspring distribution can be spatially dependent, we can also have the similar
integral equation as (1).
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Scaling limit for branching particle system

Scaling limit of branching Brownian motion

Suppose that there is a sequence of branching particle systems{(
Z(k)

t , t ≥ 0,P(k)
µ , kµ ∈ Ma(R)

)
, k = 1, 2, ...

}
such that for every k, Z(k)

t is
a branching Brownian motion with Z(k)

0 = kµ, branching rate βk and the
generating function of the offspring is given by gk(x). Let X(k)

t := k−1Z(k)
t .

Define

P(k)
µ

(
exp

{
−〈f,X(k)

t 〉
})

=: exp
{
−〈uf

k(t, x), µ〉
}
,

then by (1), let µ = k−1δx, we see that uf
k(t, x) solves the equation

e−k−1uf
k(t,x) = Πx

(
e−k−1f(Bt)

)
+

∫ t

0
Πx

(
βk

(
gk

(
e−k−1uf

k(t−s,Bs)
)
− k−1uf

k(t − s,Bs)
))

ds.
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Scaling limit for branching particle system

Scaling limit of branching Brownian motion

Let vf
k(t, x) := k

(
1 − e−k−1uf

k(t,x)
)

, then vf
k(t, x) is the unique solution to

vf
k(t, x) = kΠx

(
1 − e−k−1f(Bt)

)
−
∫ t

0
Πx (ϕk (vk(t − s,Bs)))ds,

where ϕk(z) := kβk
(
gk(1 − k−1z)− (1 − k−1z)

)
.

In Li’s[1, Section 4.2] book:
Condition 4.2: For each a ≥ 0, ϕk(z) is Lipschitz with respect to z uniformly
on [0, a] and ϕk(z) → ϕ(z) uniformly on [0, a].
When ϕk is spatially dependent and R is replaced to a Lusin topological
space E, i.e. E is homeomorphic to a Borel subset of a compact metric
space. Condition 4.2 is modified as:
Condition 4.2’: For each a ≥ 0, ϕk(x, z) is Lipschitz with respect to z
uniformly on E × [0, a] and ϕk(x, z) → ϕ(x, z) uniformly on E × [0, a].
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Scaling limit for branching particle system

Scaling limit of branching Brownian motion.

(i) [1, Proposition 4.3.]: If ϕk satisfies Condition 4.2., then ϕ(z) must has
representation

ϕ(z) = αz + βz2 +

∫ ∞

0

(
e−uz − 1 + uz

)
ν(du), (2)

where α ∈ R, β ≥ 0 and ν is the measure supported on (0,∞) with∫∞
0 (u ∧ u2)ν(du) < ∞.

[1, Proposition 4.5.]: Moreover, for each T > 0 and non-negative bounded
function f, uf

k(t, x) and vf
k(t, x) converges uniformly on [0,T]× R to the

unique locally bounded positive solution (t, x) → Vtf(x) of the evolution
equation

Vtf(x) = Πx (f(Bt))−
∫ t

0
Πx (ϕ(Vt−sf(Bs)))ds. (3)
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Scaling limit for branching particle system

[1, Theorem 4.6.]: Let M(R) be the set of finite measure on R. For any
µ ∈ M(R), let Q(k) be the law of Poisson random measure (PRM) on R with
intensity kµ, also define P(k)

(µ) by P(k)
(µ)(·) :=

∫
Ma(R) P

(k)
k−1η(·)Q

(k)(dη), then

P(k)
(µ)

(
exp

{
−〈f,X(k)

t 〉
})

= exp
{
−〈vf

k(t, ·), µ〉
}

and thus
{

X(k)
t ,P(k)

(µ)

} f.d.d.−→ {Xt,Pµ}.
(ii) [1, Proposition 4.4.]: For every ϕ having the form (2), we can find ϕk
satisfying Condition 4.2.
When the Brownian motion is generalized to Borel right process (see e.g. [1,
Definition A.18.]) in a Luzin topological space (ξt,Πx), also the branching
mechanism ϕk can be spatially dependent satisfying Condition 4.2.’, similar
scaling limit can also be obtained.
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Definition for superprocess with general (local) branching mechanism

Overview

1 Scaling limit for branching particle system

2 Definition for superprocess with general (local) branching mechanism

3 Markov property/ Mean formula/ N-measure/ exit measure
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Definition for superprocess with general (local) branching mechanism

Definition

Suppose that (ξt,Πx) is a Borel right process in a Lusin topological space E.
Let M(E) be set of finite measure on E.
The branching mechanism ϕ(x, z) is defined by

ϕ(x, z) = α(x)z + β(x)z2 +

∫ ∞

0

(
e−uz − 1 + uz

)
ν(x,du),

where α ≥ 0 and β are bounded function on E and (u ∧ u2)ν(x,du) is a
bounded kernel from E to (0,∞).
Suppose that K = {K(t) : t ≥ 0} is a continuous admissible additive
functional of ξ, i.e. (i) K(t) is a continuous additive functional of ξ; (ii) for
each t, ω 7→ K(t, ω) is measurable with respect to σ (ξs, s ≥ 0); (iii)
supx∈E Πx (K(t)) → 0, t → 0.
A continuous Ft-adapted increasing process K(t) is called a continuous
additive functional of ξ if K(0) = 0 and for every bounded Ft-stopping time
T, it holds that K(T + t) = K(T) + K(t) ◦ θT.
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Definition for superprocess with general (local) branching mechanism

Definition
Superprocess {(Xt)t≥0;Pµ, µ ∈ M(E)} is an M(E)-valued Markov process such
that for any non-negative bounded measurable function f,

Pµ

(
e−⟨f,Xt⟩

)
= e−⟨Vtf,µ⟩, t ≥ 0, (4)

where (t, x) 7→ Vtf(x) is the unique locally bounded non-negative solution to

Vtf(x) + Πx

(∫ t

0
ϕ (Vt−sf(ξs))K(ds)

)
= Πx(f(ξt)), t ≥ 0, x ∈ E.

[1, Theorem 2.21. below]: Xt is also called Dawson-Watanabe superprocess/
(ξ,K, ϕ)- superprocess. When ξ is BM, K(t) = t and ϕ is homogeneous, i.e.
ϕ is independent to x, we call X by super-Brownian motion.
[1, Section 2.1.]: (4) is called regular branching perperty, which is implies
branching property: the semigroup Qt of Xt satisfies
Qt(µ1 + µ2, ·) = Qt(µ1, ·) ∗ Qt(µ2, ·) for all t ≥ 0, µ1, µ2 ∈ M(E).
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Markov property/ Mean formula/ N-measure/ exit measure

Overview

1 Scaling limit for branching particle system

2 Definition for superprocess with general (local) branching mechanism

3 Markov property/ Mean formula/ N-measure/ exit measure
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Markov property/ Mean formula/ N-measure/ exit measure

Markov Property

Let Ft := σ (Xs, s ≤ t), then for every positive bounded Z ∈ σ (Xs : s ≥ 0)
and µ ∈ M(R),

Pµ

(
Z ◦ θt

∣∣Ft
)
= PXt (Z) , Pµ, -a.s..

By Markov property and the definition of Vt, we see that for every positive
bounded function f and t, s > 0,

Vt+sf(x) = − logPδx

(
e−⟨f,Xt+s⟩

)
= − logPδx

(
Pδx

(
e−⟨f,Xt+s⟩

∣∣∣Ft

))
= − logPδx

(
e−⟨Vsf(·),Xt⟩

)
= Vt (Vsf) (x),

which implies that Vt+s = VtVs. {Vt, t ≥ 0} is called cumulant semigroup.
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Markov property/ Mean formula/ N-measure/ exit measure

Mean formula

In this part, we only consider the case that K(t) = t.
For any non-negative bounded function f,

Pµ (〈f,Xt〉) = − lim
θ↓0

∂

∂θ
Pµ

(
e−⟨θf,Xt⟩

)
= 〈lim

θ↓0

∂

∂θ
Vt(θf), µ〉.

Let Ttf(x) := limθ↓0
∂
∂θVt(θf)(x), then it is easy to see that Ttf(x) solves

equation

Ttf(x) + Πx

(∫ t

0
ϕ′ (ξs, 0+)Tt−sf(ξs)ds

)
= Πx(f(ξt))

with ϕ′(x, z) := ∂
∂zϕ(x, z), which is equivalent to

Ttf(x) = Pδx (〈f,Xt〉) = Πx

(
e−

∫ t
0 ϕ′(ξs,0+)dsf(ξt)

)
.
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Markov property/ Mean formula/ N-measure/ exit measure

Infinitely Divisible

The following statement in this page comes from [1, Section 1.4.].
For a random measure X on E, we say X is infinitely divisible if for any k,
there exist iid random measures X1, ...,Xk such that X d

= X1 + ...+ Xk.
By Li[1, Theorem 1.36.], there exists a measure λ on E and a measure L on
M(E)◦ := M(E) \ {0} such that for any non-negative bounded function f,

P
(

e−⟨f,X⟩
)
= exp

{
−〈f, λ〉 −

∫
M(E)◦

(
1 − e−⟨f,η⟩

)
L (dη)

}
,

here
∫
M(E)◦

(1 ∧ 〈1, η〉)L(dη) < ∞ and (λ,L) is unique.
Taking f = θ, we see that − logP (X = 0) = limθ→∞ (θ〈1, λ〉+ L (M(E)◦)).
Thus, if P (X = 0) > 0, then λ = 0 and L(M(E)◦) < ∞.
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Markov property/ Mean formula/ N-measure/ exit measure

Entrance law

By branching property, for each x ∈ E and t, Xt under Pδx is infinitely
divisible.
Assume that Pδx (Xt = 0) > 0, then for every x ∈ E, t > 0,

e−Vtf(x) = Pδx

(
e−⟨f,Xt⟩

)
= exp

{
−
∫
M(E)◦

(
1 − e−⟨f,η⟩

)
Lt (x,dη)

}
,

where Lt(x,M(E)◦) < ∞.
Define Q◦

t := Qt
∣∣
M(E)◦

. Then by Vt+s = VtVs, we get that

Lt+s(x, ·) =
∫
M(E)◦

Ls(x,dµ)Q◦
t (µ, ·). (5)

We say that {Lt(x, ·), t > 0} is the entrance law for Q◦
t if (5) is satisfied for

any s, t > 0.
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Markov property/ Mean formula/ N-measure/ exit measure

N-measure for superprocess

Li[1, Theorem A.41.]: Let
D := {w = (wt)t≥0 : w is an M(E)-valued càdlàg function on [0,∞) }.
Suppose that Pδx (Xt = 0) > 0 for every t > 0 and x ∈ E, then under Pδx ,
there exists a unique σ-finite measure Nx supported on W+

0 ⊂ D such that
for all 0 < t1 < ... < tn and all η1, ..., ηn ∈ M(E)◦,

Nx
(
wtj ∈ dηj, j = 1, ...,n

)
= Lt1 (x,dη1)Q◦

t2−t1(η1,dη2)...Q◦
tn−tn−1(ηn−1,dηn). (6)

Here for any w ∈ W+
0 , w is a càdlàg function on M(E), wt = 0 when

t 6= (0, ζ(w)) for some ζ(w) > 0 and wt 6= 0 when t /∈ (0, ζ(w)).
{Nx : x ∈ E} is also called Kuznetsov Measure/excursion measure. See also
Dynkin and Kuznetsov [2, Theorem 1.1.].
For the homogeneous case and K(t) = t, if Grey’s condition is fulfilled, i.e.∫∞

ϕ(z)−1dz < ∞ and ϕ(∞) = ∞, then Pδx (Xt = 0) > 0 for every t > 0.
We see that Nx

(
1 − e−⟨f,wt⟩

)
= − logPδx

(
e−⟨f,Xt⟩

)
= Vtf(x).
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Markov property/ Mean formula/ N-measure/ exit measure

Entrance rule

If we do not have the assumption Pδx (Xt = 0) > 0, then we can only get that

Vtf(x) =
∫

E
f(y)λt(x,dy) +

∫
M(E)◦

(
1 − e−⟨f,η⟩

)
Lt (x,dη) .

Therefore, it only holds that Lt+s(x, ·) ≥
∫
M(E)◦

Ls(x,dµ)Q◦
t (µ, ·), in which

case Lt(x, ·) is called entrance rule.
By Li[1, Theorem A.41.], in this case, there still exists a family of σ-finite
measure {Nx, x ∈ E} but on a larger space W+ such that (6) holds. Here for
any w ∈ W+, w is a càdlàg function on M(E) and wt 6= 0 when
t ∈ (α(w), ζ(w)) for some α(w) < ζ(w) and wt = 0 when t /∈ (α(w), ζ(w)). It
will not always hold that α(w) = 0. Also, we could only have that
Nx
(
1 − e−⟨f,wt⟩

)
≤ Vtf(x).
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Markov property/ Mean formula/ N-measure/ exit measure

Branching exit Markov system

Consider a BBM starting from a single particle at site x at time r, whose law
is denoted by Pr,x. Also, let Q ⊂ [0,∞)× R be an open subset such that
(r, x) ∈ Q.
The exit measure on Q is defined by

XQ :=
n∑

i=1
δ(ti,yi),

where (ti, yi) is the first time-space position for the BBM hitting Qc.
When Q = Qt = [0, t)× R and r = 0, it is clear that (XQt ,P0,x) is a BBM.
A similar integral equation for e−⟨f,XQ⟩ can be obtained and similar idea for
the scaling limit from branching Markov process to superprocess, we can
define the exit measure for superprocess. More details for the proof can be
found in Dynkin[3, 4].
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Markov property/ Mean formula/ N-measure/ exit measure

Exit measure for superprocess

Let S := [0,∞)× E. Define O by the class of open subsets of S.
Dynkin[3, (1.8), (1.9) and Theorem 1.1]: Let H be the class of bounded
non-negative measurable function f in S whose support is in [0, a)× E for
some a > 0. Assume that K(t) =

∫ t
0 k(s, ξs)ds and some other weak

conditions on ξ,K and ϕ.
There exists a family of random measures (XQ,Pµ : Q ∈ O, µ ∈ M(S)) such
that for every µ ∈ M(S) and f ∈ H, ,Pµ

(
e−⟨f,XQ⟩) = e−⟨VQ

f ,µ⟩, where
VQ

f (s, x) is the unique positive solution of the equation

VQ
f (s, x) + Πs,x

∫ τ

s
ϕ
(
ξr,VQ

f (r, ξr)
)

K(dr) = Πs,xf(τ, ξτ ),

with τ := inf {r : (r, ξr) /∈ Q}.
XQ is unique in the sense of distribution.

Hou Haojie (PKU) Superprocess August 23, 2022 21 / 23



.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

Markov property/ Mean formula/ N-measure/ exit measure

Exit measure for super-Brownian motion

Special Markov property (Dynkin [3, Theorem 1.3.]): let FQ be the σ-field
generated by XQ′ ,Q′ ⊂ Q, and FQ be the σ-field generated by
XQ′′ ,Q ⊂ Q′′, then for every positive bounded random variable Z ∈ FQ and
µ ∈ M(S), it holds that

Pµ

(
Z
∣∣FQ

)
= PXQ (Z) , Pµ − a.s..

Mean formula for exit measure (see Dynkin [3, (1.20)]): for every positive
bounded measurable function f in S, µ ∈ M(S) and every Q ∈ O,

Pµ (〈f,XQ〉) =
∫

S
Πr,x

(
e−

∫ τ
r ϕ′(ξs,0+)K(ds)f(τ, ξτ )

)
µ(dr dx),

where τ := inf{t : (t, ξt) /∈ Q}.
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